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The  subject.  Artificial  intelligence  (AI)  opens  up  wide  opportunities  for strengthening 
national security, but also raises a number of legal and ethical issues that need to be carefully 
analyzed and resolved. The implementation of a government strategy aimed at improving 
tools and approaches to information protection using AI is a key aspect of 
ensuring national security and maintaining law and order. 
The aim of the article was to confirm the hypothesis that ensuring national security depends on 
algorithms implemented in artificial intelligence (AI) technologies. 
Methodology. The criteria formulated in the President Decree of the Russian Federation No. 124 
are fundamental on the basis of which trusted AI systems are developed. The analysis of legal 
acts, acts of technical regulation and scientific literature was made. 
Main results. In areas where there is a threat to national security, the use of trusted AI 
technologies is becoming mandatory. In accordance with Presidential Decree No. 124, trusted AI 
technologies are defined as meeting safety standards and developed based on the principles of 
objectivity, non-discrimination and ethics. Their use should exclude the possibility of harming a 
person, violating his rights and freedoms, as well as harming the interests of society and the 
state. Only two principles formulated in that Decree are disclosed – this is the principle of non-
discrimination and objectivity. Despite the use of the term "ethics of norms", "ethics" in the 
legislation in the field of AI, ethics is not defined as an independent principle. Ethics in the field 
of AI can be understood as a system of views and principles aimed at protecting the moral and 
social consequences associated with the use of various data processing models contained in AI 
technologies. The principle of objectivity or impartiality is related to the ability of the system to 
inspire confidence and exclude unjustified bias of the formed estimates. The principle of 
objectivity is closely intertwined with the principles of transparency of AI systems and data 
protection and security. To achieve the objectivity of data processing by AI systems, it is 
necessary to use high-quality and representative datasets obtained from reliable sources. The 
implementation of the principle of non-discrimination contains certain contradictions that 
manifest themselves in the conditions of ensuring national security. Since, despite the fact that it 
is intended to exclude the possibility of using AI algorithms for processing and analyzing data 
containing discriminatory criteria, if necessary, the state can apply other criteria to ensure the 
national security. 
Conclusions. The implementation of the above principles, the creation of a trusted environment for 
the use of AI technologies, and the development of trusted AI technologies all ensure information 
security, the effectiveness of the system for protecting the interests of citizens, society, information, 
and information infrastructure, thereby ensuring national security. 
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political and legal knowledge and its application to develop prospecting means of countering ideological distortions of Russia's 
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1. Introduction 
Artificial intelligence (AI) is actively being 

implemented in all areas of our lives, opening up great 
prospects for strengthening national security (NB). 
However, its use raises new legal and ethical issues that 
need to be understood and addressed. The idea 
expressed more than ten years ago by I.L. Bachilo[Error! 
Reference source not found.] that not only citizens and 
the state need protection from information but also 
information itself requires protection is also relevant in 
relation to the use of AI technology. It is not only 
necessary to ensure the information security (IS) of AI 
users but also to protect AI itself from illegal use[Error! 
Reference source not found.], as it has huge potential. 
For example, standards have been developed to ensure 
data security when processing with AI 
technologies[Error! Reference source not found., Error! 
Reference source not found.].. Additionally, policies and 
requirements have been formulated for AI to ensure 
responsible use[Error! Reference source not found., 
Error! Reference source not found.].. 

The key goal of improving legislation on the 
development and application of AI technologies for the 
period up to 2030 is to create favorable legal conditions 
in Russia for the development, implementation, and use 
of these technologies. Therefore, from July 1st, 2020, an 
experiment was conducted in Moscow to establish an 
experimental legal regime to create the necessary 
conditions for the development and implementation of 
AI technology for five years. At the same time, the 
development of AI must be carried out in accordance 
with legal principles that protect human rights and 
freedoms, as well as ensuring the security of the Russian 
Federation. However, there is a question: how does the 
development phase relate to ensuring national security? 

2. National Security and AI 
In 2019, at his big press conference, Vladimir 

Putin said that the development of AI is a matter of 
national1security. AI is "a set of technological solutions 
that mimics human cognitive functions (including self-
learning and search for solutions without a pre-defined 
algorithm) and allows you to achieve results that are at 
least comparable to the results of human intellectual 

                                                             
1 Vladimir Putin: "Artificial intelligence is a matter of national 

security" // https://www.garant.ru/news/1310389/ 

activity when performing tasks2." Since AI is a complex 
of technological solutions, the link between AI and NB 
lies in the stages of AI development and application, 
that is, throughout the entire life cycle of AI 
technological solutions."  Issues of ensuring the 
security of individuals, society, and the state from 
internal and external information threats are handled 
by information security3. Accordingly, AI technologies 
are associated with ensuring NB through providing 
information security, which is a key aspect of ensuring 
NB. This thesis is supported by numerous scientific 
studies, such as [9, 10, 11], and practices (which 
suggest combining these concepts and form the 
concept of "national information security"). Thus, 
practitioners emphasize the importance of ensuring 
information security to achieve national security 4). 
Thus, practitioners emphasize the importance of 
ensuring information security in order to achieve 
national security.  

In 2021, according to the National Security 
Strategy of the Russian Federation, information 
security has been classified as a national priority. 
Moreover, this strategy indicates that the 
implementation of state policy aimed at improving the 
means and methods of ensuring information security 
through the use of artificial intelligence technologies is 
one of the goals that will help achieve information 
security. The Decree of the President of the Russian 
Federation № 124 of February 15, 2004, entitled "On 
Amendments to Decree № 490 of October 10, 1999" 
(referred to as the "Decree on Development of 
Artificial Intelligence in Russia")5, defines not only the 
need for legislation regulating human interaction with 
AI technologies to promote their development and use 

                                                             
2 Roadmap for the development of the "end-to-end" digital 

technology "Neurotechnology and artificial intelligence" 
(The document was not published)  

3 Decree of the President of the Russian Federation No. 646 

dated December 5, 2016 "On Approval of the Information 

Security Doctrine of the Russian Federation"  

4 Information security in the national security system // 

https://falcongaze.com/ru/pressroom/publications/informacionna

ya-bezopasnost-v-otraslyah/informacionnaya-bezopasnost-v-

sisteme-nacionalnoj-bezopasnosti.html 

5 Decree of the President of the Russian Federation No. 124 

dated February 15, 2024 "On Amendments to Decree of the 

President of the Russian Federation No. 490 dated October 

10, 2019 "On the Development of Artificial Intelligence in 
the Russian Federation" and to the National Strategy 

approved by this Decree"  
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but also the creation of a list of areas where AI may 
damage state security. 

Thus, based on the analysis of the provisions of 
legislation, it is obvious that implementing state policy 
aimed at improving means and methods for ensuring 
information security through AI technologies is a key 
goal for ensuring national security and law and order. 
Furthermore, the state has identified areas where the 
use of AI technology may be dangerous, such as for the 
National Bank, and regulations have been developed for 
compensation for damage caused by AI in experimental 
legal regimes approved by Order No. 752, dated 
November 26, 20146. 

Based on the analysis of the provisions of Order 
No. 752 of the Ministry of Economic Development of the 
Russian Federation, we can conclude that the most 
vulnerable areas of public life to AI are personal life, 
health, and property of individuals, as well as property 
of legal entities. If any harm is caused to the life, health 
or property of an individual or to property of a legal 
entity while implementing the experimental legal regime 
due to using solutions developed with AI technologies, 
these situations will be discussed at a meeting of a 
commission to determine the circumstances under 
which the use of such technologies caused harm during 
the implementation of experimental regulations in the 
field of digital innovation7. 

 
Thus, the analysis of legal acts leads us to the 

                                                             
6 Order of the Ministry of Economic Development of Russia 

dated November 26, 2024  No. 752 "On Approval of the 

Procedure for Forming a commission to Establish the 

Circumstances in which, during the Implementation of an 

Experimental Legal Regime in the field of digital innovations, 

as a result of the Use of Solutions Developed using AI 

Technologies, Harm was caused to Human Life, Health or 

Property, or to the Property of a Legal Entity, the Procedure for 
Consideration by the commission of cases of harm to human 

life, health or Property, or property of a legal entity in the 

implementation of an experimental legal regime in the field of 

digital innovation as a result of the use of solutions, developed 

using AI technologies, the procedure for preparing the 

commission's conclusion based on the results of establishing 

circumstances in which, as a result of the implementation of an 

experimental legal regime in the field of digital innovations, 

when using solutions developed using AI technologies, harm 

was caused to the life, health or property of a person or a legal 

entity, the form of such conclusion". Official Internet-legal 

information portal http://pravo.gov.ru , 12/27/2024. 
7 Order of the Ministry of Economic Development of Russia 

No. 752. 

conclusion that the level of vulnerability of various 
spheres of public life and, as a result, national security 
and the rule of law directly depend on who owns AI 
technologies and what data processing methods are 
used in these technologies. Presidential Decree No. 
124 states that disseminating relevant ethical 
standards is necessary to achieve the goal of creating 
favourable regulatory and legal conditions for 
developing, implementing, and using AI technologies in 
the Russian Federation, while taking into account the 
protection of human rights, freedoms and security. 

Although the use of the term "ethical 
standards" in the application of AI technologies is 
controversial, Vasilevskaya L. Yu. believes that some 
authors' point of view on the possibility of ethical rules 
for human interaction with AI is legally incorrect. On 
the one hand, we agree with Vasilevs'ka's point, as AI is 
a set of technologies. However, on the other hand, if 
we consider ethics as a philosophical science that 
studies morality, then ethical norms can be seen as a 
link between morality and technology development. 
The article notes that this relationship is not 
straightforward, and ethics is often interpreted in 
terms of how science and technology create new 
values and transform old ones. 

So, taking into account the use of the term 
"ethical norms" in Presidential Decree No. 124, we will 
consider ethics as a process of forming public values 
among developers and users of AI technologies 
throughout the entire life cycle of AI systems and 
technologies. The life cycle of an AI system, in 
accordance with GOST R 71476-2024, can be presented 
as follows:8 

 
 
 
 
 
 
 
 
 

                                                             
8 GOST R 71476-2024 (ISO/IEC 22989:2022). The national 

standard of the Russian Federation. Artificial intelligence. 

Concepts and terminology of AI (approved and put into effect 

by Rosstandart Order No. 1550-st dated 10/28/2024). 
Moscow: Federal State Budgetary Institution "Institute of 

Standardization", 2024. 
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Presidential Decree No. 124, in addition to the 

"dissemination of relevant ethical standards", notes the 
following main directions for creating a comprehensive 
system of regulatory regulation of public relations in the 
development and use of AI technologies and ensuring 
the safety of their use: "formation of a mechanism for 
assessing the risks of violation of ethical standards when 
implementing AI technologies in economic and social 
spheres; development of requirements for information 
security of AI technologies; creation of a system to 
assess compliance of AI technology with the 
requirements of Russian legislation, including in the field 
of information security (paragraphs "g" - "l" of 
paragraph 51(11)).9. 

Moreover, for those areas of application of AI 
technologies where the NB can be violated, the 
development of AI technology must be carried out in 
accordance with the requirements for information 
security for trusted AI technologies (Clause "a" of 
subclause 51 (10) of Decree No. 124 of the President of 
the Russian Federation)10. 

The creation of a system for assessing the 
compliance of AI technologies with information security 
requirements is linked to the system of standardization 
and certification of AI technologies, which ultimately 

                                                             
9 Decree of the President of the Russian Federation No. 124  

10 Decree of the President of the Russian Federation No. 124  

allows the development of trustworthy AI 
technologies. Trust in AI technologies is primarily 
aimed at creating a trusting attitude towards these 
technologies among users, and it is inextricably linked 
to trust in the data processing models used in these 
technologies.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Users' understanding of the data processing 

process is important because a technology that mimics 
human cognitive functions can create an illusion of 
understanding its decisions. [Error! Reference source 
not found.,Error! Reference source not found.]. 

However, this is not the case. AI technologies 
at this stage of development cannot explain the logic 
behind their decisions, so that people can understand 
the logic of obtaining a solution. This illusion can lead 
people to misinterpret AI technology and use it for 
wrong purposes. Not only is ignorance of AI 
functionality dangerous, but understanding its 
potential and capabilities can also lead to negative 
consequences if attackers gain access to these systems. 
[Error! Reference source not found.]. 

3. Trusted AI technologies 
From 2021 to the present, significant changes 

have taken place in the field of artificial intelligence, 
related to the creation of a list of standards. By the end 
of February 2025, 61 AI standards had been published 
on the Rosstandart website, of which 32 were adopted 
in 2022. Based on the key objectives defined by 
Presidential Decree No. 124, including the mandatory 
use of trustworthy AI technologies in areas with a 
threat of NB, we will examine the criteria and methods 
for evaluating the compliance of AI technologies with 
Russian legislation.  

Integration of development and operational processes (DevOps) 
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Security and protection of personal data 

Risk management 

Strategic management 

In
it

ia
l s

ta
ge

 

D
e

si
gn

 a
n

d 
d

ev
e

lo
p

m
e

n
t 

V
er

if
ic

at
io

n
 

an
d

 v
al

id
at

io
n

 

D
e

p
lo

ym
e

n
ts

 

O
p

er
at

io
n

 a
n

d 
m

o
n

it
o

ri
n

g 

C
o

n
ti

n
u

o
u

s 
va

lid
at

io
n

 

R
e

-e
va

lu
at

io
n

 

D
e

co
m

m
is

si
o

n
in

g 

Life cycle of 
an AI system 
in accordance 
with this 
document 



Правоприменение 
2025. Т. 9, № 4. С. 36–46 

ISSN 2542-1514 (Print) 

 

Trusted AI technologies are defined as those 
that meet security standards based on principles of 
objectivity, nondiscrimination, ethics, and exclude the 
possibility of harm to individuals or violation of their 
fundamental rights or freedoms, or harm to societal or 
state interests (subsection "c")11. 

For the development of trusted AI systems, a 
special platform has been created that allows 
automating the processes of identifying and eliminating 
threats that may arise at all stages of the life cycle of 
machine learning model creation. 12. 

In this case, a natural question arises: Do the 
standards in the field of AI reflect the principles of 
objectivity, non-discrimination, and ethics, as well as 
other important principles? For example, the Russian 
Federation is developing a Code of Ethics for Artificial 
Intelligence in 2022 (hereinafter referred to as the "AI 
Code")13. However, the AI code itself does not define 
ethics as a principle.  

Apparently, by including "ethics" in its name, the 
developers wanted to emphasize that ethics should be 
fundamental at all stages of AI technology and system 
development. However, we have already pointed out 
that the use of this term in relation to AI is controversial. 

Despite the fact that Presidential Decree No. 124 
links the development of trustworthy technologies to 
the principle of ethics, we do not agree with this 
statement. In order to achieve this goal, it is necessary 
to clearly define what is meant by the principle of ethical 
behavior in AI. Ethics in the field of artificial intelligence 
can be considered a system of views and principles 
aimed at protecting moral and social consequences 
arising from the use of AI technologies, including liability 
for damages caused by AI, exclusion of bias in data 
processing algorithms and transparency, and addressing 
the fine line between privacy and information security. 
We believe that the concept of socially responsible AI 
best represents these relationships. 

The authors of the AI Code revealed the 
principles of socially responsible behavior in the field of 
AI applications, regarding only one area: the use of AI 
technologies. Ethics in this field affects, among other 
things, the relationships in the development of AI 

                                                             
11 Decree of the President of the Russian Federation No. 124    

12 Trusted Artificial Intelligence (AI) Platform // 

https://www.ispras.ru/technologies/tai/ 
13 Code of Ethics in the field of artificial intelligence (The 

document was not published)  

technology. According to the AI Code14, the principle 
of social responsibility in AI applications requires 
participants to be responsible for the impact of their 
systems on society and individuals. This includes 
protecting privacy, using ethical and secure data, and 
responsibly selecting and using hardware and software 
at different stages of AI system development (Section 
1, Paragraph 2.2, Part 2). 

Thus, we believe that the requirement for 
socially responsible behavior in the field of AI 
applications is aimed at creating a trusted user 
environment for AI systems. It is assumed that market 
participants involved in AI should be aware of all 
possible risks when choosing a particular technology 
and should do everything in their power to prevent 
these risks from being implemented[20, Error! 
Reference source not found.].. 

Returning to the other two principles - 
objectivity and non-discrimination, we also want to 
note that, in the AI code, the principle of objectivity 
does not have an independent definition, like the 
principle of ethics. In scientific literature, this principle 
is associated with stages of the AI lifecycle, such as its 
development and use, and the importance of 
protecting data processed by AI technologies[Error! 
Reference source not found.,Error! Reference source 
not found.]. The ethical consequences of letting AI 
make decisions and values and principles needed to 
ensure AI development are also mentioned[24], but 
there is no clear definition of this principle in the 
literature [25, 26].  

Foreign researchers emphasize the need to 
systematize existing research and categorize concepts 
[27].  

In GOST R 59276-2020, objectivity is defined as 
impartiality, and it is linked to the ability to trust in 
system functioning, avoiding unfair biases in 
estimates15. 

Closely related to the principle of objectivity is 
the principle of transparency in AI technology. This is 
defined, for example, in GOST R ISO 26000 and the 
Preliminary National Standard 963-2024 (ISO/IEC 

                                                             
14 Code of Ethics in the field of artificial intelligence  

15  GOST R 59276-2020. The national standard of the 

Russian Federation. Artificial intelligence systems. Ways to 

ensure trust. General provisions (approved and put into effect 
by Rosstandart Order No. 1371-st dated 12/23/2020). 

Moscow: Standartinform, 2021. 
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5339:2024).16. " Transparency allows stakeholders to get 
information about what the AI system was designed for, 
how it was developed, and how it was put into 
operation 17 . This includes information about goals, 
constraints, definitions, assumptions, algorithms, data 
sources and collection, security, privacy, and privacy 
protection, as well as the level of automation. 
Traceability is attributed to transparency as a potential 
source of ethical concerns." 

As we can see, the principle of transparency 
covers such an element of the life cycle of an AI system 
as its development. In other words, users of AI 
technology can get information about the principles of 
data processing by AI systems and methods of making 
decisions from the manufacturer. The principle has been 
expanded and supplemented by the concept of explain 
ability of AI systems aimed at ensuring clarity and 
transparency in decisions made by AI systems when 
stakeholders interact with them. This interaction of 
principles leads to a more complete understanding of 
the work of AI by users. 

And finally, the third feature defined in 
Presidential Decree No. 124 related to the development 
of trustworthy AI technologies is the principle of non-
discrimination. In the AI code, this principle is called the 
"principle of equality and non- discrimination". This 
principle aims to prevent AI algorithms from processing 
and analyzing data containing discriminatory criteria, 
and it requires market participants (actors) to ensure 
that their algorithms do not discriminate against 
individuals or groups in their processing information for 
machine learning purposes. However, explicit rules of 
operation for AI systems stated by actors may be 
considered discriminatory if they are applied differently 
to different groups based on specific characteristics18. 

However, it should be noted that the 
implementation of the principle of non-discrimination 
leads to certain contradictions in ensuring national 
security. On the one hand, the State is obliged to ensure 
the safety of all its citizens, regardless of race, ethnicity, 
religion, gender or sexual orientation. On the other 

                                                             
16 PNST 963-2024 (ISO/IEC 5339:2024). Preliminary national 

standard of the Russian Federation. Artificial intelligence. 

Guidelines for applications based on artificial intelligence 

(approved and put into effect by Rosstandart Order No. 70-pnst 

dated 10/25/2024). Moscow: Federal State Budgetary 

Institution "Institute of Standardization", 2024. 
17 GOST R 71476-2024 (clause 5.15.8) 

18 Code of Ethics in the field of artificial intelligence  

hand, in order to counter threats to national security, it 
may be necessary to apply criteria for data processing 
that may be discriminatory and violate the principle of 
equality. However, when faced with a choice between 
national security and equality, the state always 
chooses national security. 

 
4. Conclusions 
So, summing up the research, we can draw the 

following conclusions: In areas where there is a threat 
to national security, the use of trustworthy AI 
technologies becomes mandatory. According to 
Presidential Decree No. 124, trustworthy AI is defined 
as meeting security standards and being developed 
based on principles of objectivity, non-discrimination, 
and ethics. Its application should exclude any 
possibility of harm to individuals, violation of their 
rights and freedoms, or damage to the interests of 
society or the state. Analysis of the provisions of 
legislation and technical regulations allows us to 
conclude that the two principles formulated in 
Presidential Decrees 1 and 2 are disclosed - these are 
the principles of a non-discriminatory and objective 
approach. Despite the use of the phrase "ethical 
norms", ethics is not defined as a separate principle in 
legislation on AI. 

The analysis of scientific literature allowed us 
to conclude that ethics in the field of AI can be 
understood as a system of views and principles aimed 
at protecting the moral and social consequences 
associated with the use of various data processing 
models contained in AI technologies. The principle of 
objectivity or non-bias is related to a system's ability to 
inspire confidence and eliminate unjustified biases in 
estimates. This principle is closely intertwined with 
transparency and data protection principles in AI 
systems. To achieve objectivity in data processing by AI 
systems, high-quality, representative data sets from 
reliable sources must be used. 

The implementation of the principle of non-
discrimination contains certain contradictions that 
manifest themselves in the conditions of ensuring 
national security. Despite the fact that the principle is 
intended to exclude the possibility of using AI 
algorithms for processing and analyzing data 
containing discriminatory criteria, the state may apply 
other criteria if it is necessary to ensure national 
security. The implementation of these principles, the 
creation of a trusted environment for using AI 
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technologies, and the development of trustworthy AI 
technologies ensure information security, the 
effectiveness of the system to protect the interests of 
citizens, society, information and information 
infrastructure, thus contributing to National Security.
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